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The charge given to us

¢ “Highlight methods /models /techniques which may be useful in
the analysis of climate data and understanding climate change.”




What can computer science offer climate science?

Virtual and Artificial, but 58,000 Want Course

Hy JOHN MARKOFF

PALO ALTO, Calif. — A free online course at Stanford University on
artificial intelligence, to be taught this fall by two leading experts from @
Silicon Valley, has attracted more than 58,000 students around the

globe — a class nearly four times the size of Stanford's entire student
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The two additional courses will be an introductory course on database software, taught by
Jennifer Widom, chairwoman of the computer science department, and an introduction
to machine learning, taught by Andrew Ng.

¢ Students
*t New thinking



Each December, Colorago Stale University's tropical storm research team orecasts
the coming year's Atlantic humicane season, whch is June 1 through Nov, 30

1950
1999
3000
2001
2002
2003

Souwrce. Departmeant of Aimosphenc Science, Colorado State Universily

INTU000

(Winds of ot oas! 35 moh) (WInds of & least TA mon) (11Y ot ofr more winds )
Forecast Acrual

Forecast
9
4
11
v
13

12

Uodeiod 1100 AM LY

& Predicting hurricanes

Actuw
4

o O UV v w

9

L]
&
L
4

Forecast Actuw

- &N

w s~ Y

What can climate science ofler computer science?
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(b) Each year, a research team at Colorado State University predicts how many hurricanes (of three different
intensity levels) will strike the eastern U.S. the next year. The predicted and actual numbers are attached.
Explain how to use your answers to Problem 3 and part (a) to decide whether or not the forecasts have any

value.



&

** “[In 2005] forecast 15 named storms, eight of them

hurricanes.” [USA Today, 2008]

*¢ Actual: 28 storms and 15 hurricanes, including Katrina.

& “After the 2005
he was stepping |

Atlantic hurricane season, Gray announced that
back from the primary authorship of CSU’s

tropical cyclone

probability forecasts.” [Wikipedia].

& “... forecasts that 16 named storms will form in the Atlantic ...

2% chance of a
May 2011]

major hurricane striking land.” [USA Today,



*k “Gray ... does not attribute global warming to anthropogenic
causes, and is critical of those who do.” [Wikipedia]




The charge given to us

¢ “Highlight methods /models /techniques which may be useful in
the analysis of climate data and understanding climate change.”




Standard versus new techniques

“¢ Standard: clustering

“¢ Each point is mapped to a single cluster center.

¢ New: topic modeling

* Each point is generated by multiple centroids.

*¢ Standard: principal components analysis

*¢ Linear method to reduce dimensionality.

¢ New: link prediction and co!

laborative |

% Hidden dimensions are in!

iltering

erred to predict outcomes.




Topic modeling

© s Ina topic model, each data point is a combination of prototypes.

*t Nonlinear, applicable to both discrete and continuous data.
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% Financial topic models, G. Doyle and C. Elkan, Proc. NIPS Workshop on
Applications for Topic Models: Text and Beyond, 2009.

% Accounting for burstiness in topic models, . Doyle and C. Elkan, Proc. Intl
Conference on Machine Learning, 2009.




55

50

45

40

35

30

25

A. K. Menon and C. Elkan, Link prediction via matrix factorization, Proc. ECML 2011.
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Collaboratve filtering
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** A. K. Menon and C. Elkan, Predicting labels for dyadic data. Data Mining and
Knowledge Discovery (2):327-343, 2010.




Standard versus new techniques

* 'I'wo more examples




Learning a classifier from only positive examples

o ¢ Traming amodel to label land cover based on remote-sensing data ¢

W. Li, Q. Guo, C. Elkan, A Positive and Unlabeled Learning Algorithm for One-
Class Classtfication of Remote-Sensing Data. 1EEE Transactions on Geoscience

and Remote Sensing 49(2)717-725,2011.

C. Elkan, K. Noto, Learning classifiers from only positive and unlabeled daza,
Proc. KDD 2008, pp. 213-220.



Spatial coherence and auto-correlation

% Use two- or three- dimensional conditional random fields
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